# Assignment-Ⅳ

**AI-POWERED NUTRITION ANALYSER FOR FITNESS ENTHUSIAST**

|  |  |
| --- | --- |
| Date | 15 November 2022 |
| Student name | JAMA BHARATH |
| Team ID | PNT2022TMID36299 |
| Maximum marks | 2 marks |

importpandasaspdimportnumpyasnpimport matplotlib.pyplotaspltimportseabornassnsfrom sklearn.model\_selectionimporttrain\_test\_split fromsklearn.preprocessingimportLabelEncoderfrom tensorflow.keras.modelsimportModel

fromtensorflow.keras.layersimportLSTM,Activation,Dense,Dropout,Input,

Embedding

fromtensorflow.keras.optimizersimportRMSpropfrom tensorflow.keras.preprocessing.textimportTokenizer fromtensorflow.keras.preprocessingimportsequencefrom tensorflow.keras.utilsimportto\_categoricalfrom tensorflow.keras.callbacksimportEarlyStopping

%matplotlibinlineimport csv

**with**open('/spam.csv','r')ascsvfile: reader

=csv.reader(csvfile)df= pd.read\_csv(r'/spam.csv',encoding='latin-1') df.head()

v1 v2Unnamed:2 \0

ham Gountiljurongpoint,crazy..Availableonly... NaN

1. ham Oklar...Jokingwifuoni... NaN
2. spam Freeentryin2awklycomptowinFACupfina... NaN

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 3 | ham  ham | Udunsaysoearlyhor...Ucalreadythen  NahIdon'tthinkhegoestousf,helives | | say...  aro... | NaN  NaN | 4 |
|  | Unnamed:3 | | Unnamed:4 | | | |
| 0 | NaN | | NaN | | | |
| 1 | NaN | | NaN | | | |
| 2 | NaN | | NaN | | | |

1. NaN NaN4 NaN NaNdf.drop(['Unnamed:2', 'Unnamed:3','Unnamed:4'],axis=1,inplace=True)df.info()

<class'pandas.core.frame.DataFrame'> RangeIndex:5572entries,0to5571 Datacolumns(total2columns):

# Column Non-NullCount Dtype

-

0 v1 5572non-null object

1 v2 5572non-null objectdtypes:object(2)memoryusage:

87.2+KBsns.countplot(df.v1)

/usr/local/lib/python3.7/dist-packages/seaborn/\_decorators.py:43: FutureWarning:Passthefollowingvariableasakeywordarg:x.Fromversion 0.12,theonlyvalidpositionalargumentwillbe`data`,andpassingother arguments without an explicit keyword will result in an error or misinterpretation. FutureWarning

<matplotlib.axes.\_subplots.AxesSubplotat0x7f5197dac250>

![](data:image/png;base64,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)

X=df.v2Y=df.v1

le=LabelEncoder()Y= le.fit\_transform(Y)

Y=Y.reshape(-1,1)

X\_train,X\_test,Y\_train,Y\_test=train\_test\_split(X,Y,test\_size=0.20)

max\_words=1000max\_len

=150

tok=Tokenizer(num\_words=max\_words)tok.fit\_on\_texts(X\_train) sequences=tok.texts\_to\_sequences(X\_train)sequences\_matrix= sequence.pad\_sequences(sequences,maxlen=max\_len)

**def**RNN():

inputs=Input(name='inputs',shape=[max\_len])

layer=Embedding(max\_words,50,input\_length=max\_len)(inputs) layer=LSTM(128)(layer) layer= Dense(256,name='FC1')(layer) layer= Activation('relu')(layer) layer=Dropout(0.5)(layer)

layer=Dense(1,name='out\_layer')(layer) layer=Activation('tanh')(layer) model= Model(inputs=inputs,outputs=layer) **return**model

model=RNN()model.summary() model.compile(loss='binary\_crossentropy',optimizer=RMSprop(),metrics=['accura cy','mse','mae'])

Model:"model"

Layer(type) OutputShape Param#

=================================================================

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| inputs(InputLayer) | [(None,150)] | | | 0 | |
| embedding(Embedding) | (None,150,50) | | | 50000 | |
| lstm(LSTM) FC1(Dense) | (None, (None,256) | | 128) | 33024 | 91648 |
| activation(Activation) | (None, | 256) | 0 | | |
| dropout(Dropout) | (None, | 256) | 0 | | |

out\_layer(Dense) (None,1) 257

activation\_1(Activation) (None,1) 0

=================================================================

Totalparams:174,929

Trainableparams:174,929

Non-trainableparams:0

model.fit(sequences\_matrix,Y\_train,batch\_size=128,epochs=10,

validation\_split=0.2,callbacks=[EarlyStopping(monitor='val\_loss',min\_delta=0. 0001)])

Epoch1/10

28/28[==============================]-17s486ms/step-loss:0.2960-

accuracy:0.8819-mse:0.0821-mae:0.1563-val\_loss:0.1341- val\_accuracy:0.9675-val\_mse:0.0344-val\_mae:0.1237Epoch2/10 28/28[==============================]-13s462ms/step-loss:0.1149-

accuracy:0.9764-mse:0.0381-mae:0.1538-val\_loss:0.1321-

val\_accuracy:0.9798-val\_mse:0.0437-val\_mae:0.1695

<keras.callbacks.Historyat0x7f5193192590>

test\_sequences=tok.texts\_to\_sequences(X\_test)test\_sequences\_matrix= sequence.pad\_sequences(test\_sequences,maxlen=max\_len)accr= model.evaluate(test\_sequences\_matrix,Y\_test)

35/35[==============================]-3s78ms/step-loss:0.1590-

accuracy:0.9812-mse:0.0451-mae:0.1733

print('Testset\n Loss:{:0.3f}\n Accuracy:

{:0.3f}'.format(accr[0],accr[1]))

Testset

Loss:0.159 Accuracy:0.981 model.save("./assign4model.h5")

fromtensorflow.keras.modelsimportload\_modelm2

=load\_model("./assign4model.h5") m2.evaluate(test\_sequences\_matrix,Y\_test)

35/35[==============================]-3s68ms/step-loss:0.1590-

accuracy:0.9812-mse:0.0451-mae:0.1733

[0.1589982509613037,

0.9811659455299377,

0.04506031796336174,

0.17333826422691345]